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Abstract
Today, we are seeing two trends in the data center. On the one
hand, applications are becoming more fine-grained, driven by
the recent trend of serverless computing and microservices.
On the other hand, data-center hardware is becoming more
heterogeneous and customized to different computing needs.
Because of these trends and for better manageability, several
major data centers are moving towards a disaggregated archi-
tecture, where different hardware resources like storage and
accelerators are organized as independent, network-attached
pools. However, data centers today are still server-centric and
relies heavily on traditional CPU-based servers.

In this paper, we take a step further and explore the pos-
sibility of building a fully disaggregated data center, where
every type of resource is disaggregated. Moreover, we explore
the requirements and implications of making each of the dis-
aggregated device programmable. We present guidelines and
initial solutions for data center designers to navigate design
trade-offs. Specifically, we decompose the overarching prob-
lem into four sub-problems and propose solutions to each of
them. At the top layer, we explore two types of abstractions
and propose a disaggregation-native design methodology. At
the bottom layer, we describe the hardware and key features
required to build disaggregated devices as well as the net-
working infrastructure to connect them. To bridge these two
layers, we propose a static-time component that compiles
different user programs into heterogeneous disaggregated
devices through a disaggregation-native intermediate repre-
sentation. We also propose a run-time system that manages
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hardware resources and schedules compiler generated execu-
tion units. We hope our proposal can pave the way for future
disaggregated and programmable data center deployment.
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1 Introduction
We live at an exciting time when both software and hardware
in data centers are experiencing revolutional developments.
At the one hand, data center applications are becoming more
fine-grained, driven by the microservices software model
and the cloud serverless computing paradigm. Fine grained
computation units are easier to scale and can more efficiently
utilize data-center hardware resources. When coupled with
a management layer that hides the complexity of deploying
fine-grained application units, users can focus on their core
business logic, leaving IT burdens to the provider. Because
of these benefits, fine-grained computing models such as
serverless computing are often expected to keep seeing wider
adoption or even become “the default computing paradigm
of the cloud era” [54]. Hence, we will see more existing
applications or system software transitioning into smaller,
DAG-based serverless counterparts.

On the other hand, the data center hardware infrastructure is
becoming more heterogeneous and programmable. As CPU is
meeting its limitation with the slow down of Dennard scaling
and Moore’s Law, accelerators like GPU, FPGA, and TPU
are deployed in large scale in major data centers [4, 5, 21, 34,
50]. Unlike traditional fixed-logic hardware, many of today’s
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Figure 1: Overview of a Fully Disaggregated and Programmable Data Center.

accelerators are fully programmable or have a programmable
part. Apart from computing resources, networking resources
are also becoming more heterogeneous and programmable.
Instead of traditional middleboxes and NICs, programmable
switches and SmartNICs are making their ways into data
centers [13, 18, 18, 19, 19, 21].

Although both software and hardware in data centers are
evolving quickly, the data center architecture has largely re-
main the same for decades: regular servers connected with a
data-center-wide network. Unfortunately, the fine granularity
and heterogeneity of today’s software and hardware make
deployment and management hard in a server-based data cen-
ter. Partly because of this, several major data centers started
to embrace a new data-center architecture called resource
disaggregation. The idea of resource disaggregation is to or-
ganize each type of hardware resource as a separate resource
pool and to allow applications to utilize any resource from
a pool. For example, many data centers today disaggregate
storage resources from compute servers [6, 23, 45, 65]. With
disaggregation, data-center owners can easily add, remove,
manage, and change hardware of one type without affecting
other hardware types.

Despite the success in today’s disaggregation solutions,
three open research questions remain. First, although cer-
tain types of hardware resources like storage have been suc-
cessfully disaggregated, it is unclear how to disaggregate
other types of resources like accelerators and network de-
vices. Instead of today’s point solutions for each resource
type, what is a generic disaggregation design that could
work for heterogeneous types of resources? Second, today’s
data-center network is designed for connecting servers, but

how to efficiently connect disaggregated devices? Can we
make use of programmability and reconfigurability in the
network for a disaggregated data center? Finally, it is still
unclear how to best map applications to a disaggregated
hardware platform. Shall we use new programming mod-
els? How to support legacy programs? Are there any opti-
mizations we can do when mapping applications (especially
serverless/microservice software) to disaggregated clusters?

If and when these challenges are solved, we can evolve data
centers into being fully disaggregated and programmable (i.e.,
a FDP-DC). This positioning paper provides some guidelines
and lays out one potential solution to build such a data center.
We decouple the overarching goal into four sub-problems, as
shown in Figure 1.

The first problem is a user-facing one, where we need to
decide how users can program and run their applications on
a FDP-DC (i.e., a FDP-DC’s abstraction). We envision two
types of abstractions, and a FDP-DC can adopt either one
of them or both of them. The first abstraction is a backward-
compatible one, where users are not aware of the disaggre-
gation or programmable-hardware nature. They would either
assume that their programs run on a virtual machine or are
completely server-agnostic (i.e., a serverless model). The
second abstraction exposes (to some extent) the underlying
disaggregated and programmable nature of FDP-DC to ap-
plications. Although this abstraction requires more developer
effort, we expect it to yield better performance as users can
directly control and leverage low-level systems features such
as disaggregation-aware data/compute placement, failure han-
dling, and network communication.
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The second problem is how to map applications to the
FDP-DC hardware and system infrastructure. Similar to the
traditional server setting, we believe that a compiler is needed
for FDP-DC. Different from traditional servers, both applica-
tions and hardware in a FDP-DC are heterogeneous. To easily
manage such heterogeneity, we propose to use an Intermedi-
ate Representation (IR) for the middle layer. Our proposed
IR centers around the concept of disaggregated execution
units, or codelets, the unit for scheduling and execution. In
addition to code and data, we encapsulate various execution
features or hints in each codelet, such as a replication fac-
tor and security features. We propose to use MLIR [39] to
decompose a program into multiple smaller codelets and a
companion DAG dictating the execution order of the codelets.
Our compiler can further add features to the DAG edges such
as communication patterns between codelets.

The third problem is building the hardware infrastructure
in a FDP-DC. We provide guidelines for building a disaggre-
gated device and identify three key features for it: network
connectivity, hardware virtualization, and multi-tenancy iso-
lation/security. In addition, a device could offer some pro-
grammability or configurability. We then propose a network
design to connect disaggregated devices. We envision a net-
work topology that is reconfigurable, with the help of circuit
switches and/or packet switches with cut-through forwarding.
Such a dynamic topology could better fit different applica-
tion needs and hardware availability [69, 70]. On top of this
topology, we propose a programmable network infrastruc-
ture that consists of programmable switches and multi-host
SmartNICs, which application codelets and provider manage-
ment tasks can be offloaded to [32, 33, 42]. We advocate the
use of multi-host SmartNICs, which consolidates network
functionalities of multiple endpoints to one device, instead of
one SmartNIC per endpoint. We further pool these multi-host
SmartNICs together into a pool, effectively disaggregating
network functionalities [56]

With applications, compiler, and hardware infrastructure
in place, the last missing piece is a runtime management
system (i.e., an operating system) for FDP-DC. The FDP-
DC OS would oversee all resource pools and the network
system and map (i.e., schedule) codelet DAGs to the under-
lying infrastructure. It will use the hints from the compiler
when scheduling. For example, based on the DAG edges, the
OS can choose a network topology and potentially initiate
a reconfiguration of the network. It would also choose the
right devices to launch codelets, monitor load, and potentially
migrate codelets based on load changes.

To illustrate how the above four components work together,
we now briefly discuss the end-to-end development and execu-
tion flow of a data processing system. First, developers of the
system can annotate each operator (e.g., a select, an aggrega-
tor) to indicate what resources it needs, whether it is intended

to run on an accelerator, etc. They will also capture the pro-
cessing pipeline (e.g., the output of a SQL query optimizer)
as a DAG of operators. Then, our compiler will generate
codelets and DAG of codelets based on the DAG of operators.
During this process, our compiler would decide the scope
of a codelet (e.g., one operator or multiple highly-correlated
operators) and compile each codelet into multiple binaries
for heterogeneous devices (e.g., one for FPGA and one for
CPU). During runtime, our OS will schedule the codelet DAG
based on resource availability and dynamically choose the
hardware device to run a codelet (e.g., if no FPGA is avail-
able, we would run a codelet on CPU). The OS will also
use the DAG edge information to decide a network topology
and network policy for the workload. Based on the network
topology, the OS may decide to execute some codelet on a
programmable network device (e.g., performing caching on
a programmable switch). Finally, the hardware network de-
vices will each execute a codelet in a virtualized and isolated
environment.

With these initial proposals, this vision paper outlines one
possible path for data center designers to build a fully disag-
gregated and programmable data center. While our proposal
may appear drastic, we hope some of it can be useful when
dealing with challenges in today’s fast-changing workloads
and hardware landscape. The solutions we proposed are by no
means complete. We call for more contribution in this space.

2 Background and Related Works

This section presents background and related works in pro-
grammable/reconfigurable networks, resource disaggregation,
and programming models.

2.1 Programmable and Reconfigurable Network

As cloud traffic has doubled roughly every year since 2005,
the data center networking infrastructure is constantly chang-
ing and is never short of innovations [10]. Around the late
2000s, software-defined networking was proposed to im-
prove management efficiency by decoupling the control plane
(which decides how to handle the traffic) from the data plane
(which forwards traffic according to decisions that the con-
trol plane makes) and then consolidating the control plane
onto a set of commodity servers [18, 19, 37]. Recently, the
p4 switch [13] and emerging heterogeneous networking de-
vices [31, 56] further empower the data plane with unprece-
dented programmability and in-network computing at various
link locations. Nowadays, both the data and control planes
in data center networks are programmable and able to run
customized user computation [19, 33].

Furthermore, emerging switching solutions and fabrics are
challenging the status quo on how we interconnect data center
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hardware. For instance, optical circuit switch can reconfig-
ure the network topologies by changing the physical con-
nections among devices to best fit workload’s network traf-
fic pattern [69, 70], rendering a drastic departure from the
fixed-topology models [26, 59]. On the other hand, emerg-
ing fabrics such as CXL [15, 25, 43, 47] offer extremely
low-latency interconnect solutions for disaggregated devices.
Overall, today’s data-center network infrastructure is more
programmable, modularized, and flexible, enabling the real-
ization of a FDP-DC.

2.2 Hardware Resource Disaggregation

Hardware resource disaggregation is a proposal that breaks
regular servers into segregated, network-attached hardware
resource pools. It promises to improve a data center’s man-
ageability and resource utilization.

We briefly discuss related works of hardware resource
disaggregation in chronological order of four phases. Ini-
tially around 2009, disaggregation was proposed to mitigate
memory capacity issues [44], which got limited attention and
follow-up works. There was a renewed interest around 2016
as the network speed improved to a point where disaggrega-
tion can be realistic. As such, the second phase sees a spike of
infrastructure [22], low-level systems [8, 27, 28, 35], and op-
erating systems (OS) [55] targeting disaggregation. The third
phase moves up the stack with systems co-designing disaggre-
gation with applications or language runtime [46, 51, 61, 66–
68, 74, 75, 82]. Now we are at the fourth phase, which aims
for real deployment of resource disaggregation. On the one
hand, researchers are seeking how to match application pro-
gramming models and cloud services with disaggregated hard-
ware [62, 79]. On the other hand, researchers and practitioners
are building real hardware and deploying them in data cen-
ters [24, 25, 43, 47, 56, 80]. This vision paper is not proposing
a next phase. Instead, we are envisioning areas where the next
phase may prosper.

2.3 Programming Models and Runtime Support

For deploying and running workloads on emerging disaggre-
gated architectures, two approaches have been proposed. First
is to design new programming models [51], allowing applica-
tion or library writers to explicitly annotate and characterize
their workload’s behavior. The runtime then utilizes this in-
formation to inform optimizations on memory management,
data structures and concurrency mechanisms. The second ap-
proach transparently provides disaggregation and focus on im-
proving existing runtime and operating systems [3, 55, 66, 67].
Existing works focus on adapting and optimizing components
such as garbage collector [66, 67] and swap system [3, 55]
for disaggregated architectures.

In contrast, compiler support has been lacking for disag-
gregation. With more heterogeneous hardware being adopted

by data centers, compilers targeting individual architectures
have seen adoption [12, 48, 53]. Unfortunately, they are not
designed for a disaggregated architecture and miss many op-
portunities for disaggregation-specific optimizations.

3 FDP-DC Design
In a FDP-DC, all devices and networking hardware are pro-
grammable and disaggregated from each other. Moreover, the
network topology can be dynamically reconfigured to best
match workload requirements. Figure 1 illustrates the four
components of a FDP-DC solution. The abstraction and com-
piler components are user facing and aims to enhance the
usability of FDP-DC. The OS and hardware infrastructure
components are the building blocks of FDP-DC and the envi-
ronment that executes compiler outputs. Below, we discuss
each of them in more details.

3.1 Abstractions and Usage Models

We support two types of abstractions: a backward-compatible,
transparent abstraction to support legacy server programs and
serverless programs, and a disaggregation-native abstraction
that exposes some of the underlying FDP-DC features for
programmers to better manage their applications.
Transparent abstraction. Today’s applications all run on
a server setting, usually on a hypervisor or a container. To
continue support these applications, we can virtualize the un-
derlying FDP-DC hardware into a virtual machine abstraction.
LegoOS [55] has demonstrated the feasibility of offering a
Linux compatible interface; it also supports the concept of
vNode, which is a virtual node that can span multiple physical
nodes or be a part of one physical node. We envision similar
approaches to be taken to provide other traditional virtual
interface, such as the container interface.

Besides the above server-based interface, there are also a
fair amount of applications that are deployed on serverless
computing frameworks today. These applications are server-
agnostic and give the underlying system more freedom to
choose the execution environment. Thus, a FDP-DC system
can potentially map one serverless function onto one device
and use a DAG of serverless functions as the input to the
FDP-DC compiler.
Disaggregation-native abstraction. Transparent abstractions
require no developer effort but cannot fully exploit various
performance optimization opportunities. We propose another
type of abstraction, one that is disaggregation-native. The
core idea is to expose the heterogeneous hardware nature and
co-design software with it. Developers can either use a new
interface or annotate their existing programs to give hints or
specify requirements for how their programs would run on
a FDP-DC. Such an abstraction allows users to more freely
and closely manage the way to execute their programs and
can potentially improve the application performance and/or
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reduce its execution cost. Below, we list three potential ways
of explicitly exposing FDP-DC infrastructure information.

First, programmers could annotate their data and code to
control hardware choice, placement, co-location, and fault
handling. For example, they could indicate what data structure
can be placed in disaggregated memory, similar to the AIFM
interface [51], and specify the replication factor of a data
structure. They could also give hints on what types of compute
hardware (CPU, FPGA, etc.) a function can run on.

Second, we can expose device or network failure domains
to developers or application systems administrators. They can
then pack functions or data structures that can fail together in
the same failure domain and further specify different failure
handling mechanisms for each domain, For example, they
may want to replicate important user data but are OK with
losing intermediate data.

Third, programmers can specify a taskflow as a DAG to
represent their application. They can also specify multiple
feasible DAGs for the compiler and the run-time system to
choose a best one based on the available network topologies
and resources in a FDP-DC.

3.2 Intermediate Representation

To support heterogeneous hardware and applications, we pro-
pose to use a disaggregation-native intermediate represen-
tation (IR) and have a compiler to manipulate the mapping
between different representations. Our IR centers around the
concept of codelets. A codelet encapsulates code and data
that is closely related (and thus should execute together). It is
the smallest unit of scheduling and execution. It can also have
additional features like target hardware architecture(s) and
reliability policy. Codelets in a program are organized into
a DAG, whose edges represent the communication between
codelets. computation, policies, network topology configu-
rations, and scheduling primitives. and a companion DAG
dictating the execution order of codelets.

On top of the codelet concept, we further propose a compi-
lation flow based on MLIR (Multi-Level Intermediate Repre-
sentation) [40]. The basic idea is to use multiple levels of IRs
to capture different levels of code optimization opportunities.
For each layer, we can define disaggregation-specific optimiz-
ers. Specifically it works as follows (Figure 2). The MLIR
framework takes existing languages or our disaggregation-
native programming model as inputs ( 1○). Within MLIR, there
could be multiple domain-specific dialects for distinct inputs,
e.g., a p4-dialect for P4 programs. We use a universal layer
to carry out common optimizations. The optimized dialects
are then lowered onto a codelet-based IR, which packages
instructions that are closely related to one codelet ( 2○). We
will also associate execution requirements and hints with each
codelet. Then, we will compose different codelets together
into one or multiple DAGs. Subsequently, the codelets are
transformed onto various backends for final compilation ( 3○).
We can compile the codelet for distinct hardware targets using
existing compilers such as LLVM or CIRCT [1]. Multiple
binaries or bitstreams will be produced for each codelet to-
gether with generated APIs that can interact with the states
within a codelet binary ( 4○). Finally, codelets are executed
and can be migrated across devices when load changes ( 5○).

3.3 Hardware Infrastructure

The FDP-DC hardware infrastructure has two components.
(1) The disaggregated resource pools each hosts a type of re-
source (e.g., compute, memory, and storage) and can be built,
scaled, and managed independently. Existing systems built for
disaggregation [11, 55] can run atop of them without changes.
(2) The networking infrastructure consists of circuit switches
and programmable networking devices. Network functionali-
ties are first disaggregated from other resource pools and then
consolidated into a standalone networking pool, following
the network disaggregation idea initially proposed by Super-
NIC [56]. We improve SuperNIC by incorporating more types
of programmable networking devices into the networking
pool, by proposing a data-center-wide network solution, and
by using circuit switches to enable reconfigurable topologies.

3.3.1 Disaggregated Devices To facilitate future develop-
ment of more types of disaggregated device, we identify three
core functionalities for a disaggregated device and discuss
how to provide each of them.

The first is network connectivity, an essential feature that
all disaggregated devices should have. Different from tradi-
tional servers which is each equipped with a NIC or Smart-
NIC, we believe that disaggregated devices only need basic
connectivity. Its sole job is to send and receive data pack-
ets for the last hop, and only need to provide basic physical
and link layer functionalities. Ethernet and PCIe can both
work for the basic connectivity. Emerging interconnects like
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CXL [15, 25, 43, 47] can also work, which provides addi-
tional coherence features. As will be discussed in §3.3.2, we
propose to disaggregate all remaining network functionalities
like transport layers into a separate network resource pool.

Another basic feature is multi-tenancy and virtualization
support, which enables safe and fair sharing of hardware
resources with a flexible virtualized interface. Multi-tenancy
and virtualization have been extensively studied for traditional
server settings, but applying them to disaggregated devices
poses new challenges. First, when virtualizing a disaggregated
device, we need to ensure the scalability of the virtual system,
since one device is anticipated to serve many clients at the
same time. For example, the disaggregated memory device
that we built [80] implements a virtual memory system that
can support TBs of memory and thousands of concurrent vir-
tual address space. We believe that similar scalability consid-
erations should be incorporated when developing new virtual
systems. Second, since a disaggregated device can have more
than one computing resource, we need to ensure the overall
fairness of all different types of resources for multiple tenants.
For instance, the SuperNIC disaggregated network device
that we recently built [56] includes ASIC, FPGA, memory,
and ingress/egress bandwidth resources. In addition to ensure
proper isolation for each of them, we develop a fairness pol-
icy that considers multiple types of resources and both time-
and space-multiplexing. Finally, device designers should seek
software-hardware co-design opportunities and properly split
virtualization/multi-tenancy tasks between hardware and soft-
ware and between client and server side. A common approach
is to put the data plane (e.g., virtual memory to physical mem-
ory address mapping) in hardware and the control plane (e.g.,
memory allocation) in software, which would also work for
disaggregated devices [80].

Last but not least, security features could be added for
environments that require in-depth security guarantees. We
identify that a disaggregated device can provide three levels of
security defenses. The first level is ensuring basic data encryp-
tion, authentication, and authorization and secures the device
from malicious entities in the network. Unfortunately, security
mechanisms required for this level are missing in many recent
devices [58, 72, 80]. The next level provides stronger security
guarantees by delivering confidential computing, allowing
users to offload highly-sensitive computation and data to un-
trusted cloud providers and their management stack. Though
TEEs and confidential computing have been studied individu-
ally for resources like CPU [9, 14, 41], FPGA [77, 78], and
GPU [29, 63], they share the same challenges when applied
to disaggregated devices which commonly use SoCs [80] that
could contain a heterogenous set of CPUs, GPUs, and FPGAs.

Finally, the last level provides mechanism and tools to mit-
igate covert [20, 30] and side-channels [29, 71]. This level
should be highly configurable as some security features such

Pod

1

SuperNIC

Programmable/Normal
ToR Switch

SuperNIC

2 3
4 5 6

7 8 9

Circuit
ToR Switch

B C

LeafLeaf

A

D

SuperNIC

E F

SDN 
Controller

Pod

Spine

Figure 3: Proposed Network Infrastructure. Gray circles
represent devices or servers. ToR switches can be programmable,
circuit, or normal switches. Network programmability is enabled
by all the blue-colored boxes. Dynamic topology is enabled by red-
colored circuit switches and blue-colored devices with cut-through
forwarding. Black links are standard Ethernet links. Red links could
be novel links such as GNet [24].

as oblivious communication [60, 64] may have large impact
on performance. In addition, techniques for performing un-
trusted computation on secrets also has a wide range of perfor-
mance to security trade-offs. Examples include sandboxing
techniques [30] and secure computation algorithms such as
homomorphic encryption [38, 52]. Allowing each tenant to
make their own trade-offs will be critical in supporting a wide
range of applications.

In all, we believe future disaggregated devices should in-
vest in all or some of the following features: network connec-
tivity, multi-tenancy and virtualization support, and security
defenses. The key technical challenges are dealing with mul-
tiple or novel computing resources.

3.3.2 Data Center Networking We now discuss issues re-
lated to the data-center networking. Figure 3 shows the en-
visioned architecture in which the data-center network is
organized as pods and managed by a logically centralized
SDN controller [7, 19, 24].
Topology and deployment scale. When disaggregating re-
sources from each other, the network communication delay
between them would be a key limiting factor of the end-to-
end application performance in a FDP-DC. Thus, we should
try to have fewer network hops between communicating de-
vices. Meanwhile, recent study [43] shows that a handful of
compute nodes are enough to fully utilize one disaggregated
memory device. Thus, we believe that the future FDP-DC
would go with a hierarchical topology where the lowest level
(which we call a pod) contains hundreds of disaggregated
devices that are expected to communicate fairly frequently.
A pod is connected with at most one switch and possibly a
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disaggregated network resource pool (to be discussed soon).
Cross-pod communication is less frequent but has a larger
radius, expanding the entire data center. This topology is sim-
ilar to the recent Google Aquila work [24] which is targeted
for enabling low-latency data-center network communication.
Network programmability. Today’s data-center network is
becoming more programmable, with the emergence of Smart-
NICs, programmable switches [13], and multi-host Smart-
NICs [2, 56]. Together, they make a rich set of hardware
resources such as RMT, FPGA, and CPU available to perform
in-network computing. We treat the network as a first-class
disaggregated resource. Essentially, we can view the collec-
tion of programmable switches and NICs as a pool of network
resources where endpoints can offload their network tasks
to [56]. We can further consolidate network resources by
enabling tighter sharing and multi-tenancy on devices in a
network resource pool. Together, the disaggregated network
pool could lower the total CapEx and OpEx costs and make
network programmability easier to manage. Not that these
benefits inherit the benefits of resource disaggregation, and we
believe many techniques used in building other disaggregated
resource pools can be used for networking as well.
Dynamic reconfigurable topology. We propose to enable
dynamic reconfigurable topology on top of fixed physical net-
work deployment. Specifically, we want to build conceptual
point-to-point connections among selective devices to avoid
in-network buffering. At its core, we use circuit-switching to
create temporal links and reconfigurable topologies are real-
ized by adjusting those temporal links. As Figure 3 shows, we
think both optical circuit switches and packet-based switches
with cut-through forwarding can be used. Nonetheless, we
believe a key open challenge is to develop an efficient sched-
uling policy co-designed with the infrastructure along with
the running workloads [17, 57, 69, 70].

3.4 Operating Systems for FDP-DC

Finally, there is the operating system or control plane that
oversees all the disaggregated and network infrastructure.
This data-center-wide OS is responsible for resource allo-
cation, task scheduling, health monitoring, load balancing,
failure handling, etc.
Resource Management. For resource management, the chal-
lenge is to efficiently map applications to FDP-DC resources.
One of the promises that FDP-DC brings is going beyond the
physical constraints of the traditional monolithic server. In
order to achieve this, two things need to be realized: mapping
codelets to pools of resources and making codelets unlim-
ited to individual device’s resource constraints. Moreover, the
scheduler’s fairness policy and allocation mechanism should
factor in architectural differences between disaggregated de-
vices. To navigate through these challenges and scale well, we
adopt a two-level approach similar to LegoOS [55] in which

a global manager only performs coarse-grained, architecture-
agnostic allocations while the specific devices perform finer-
grained, architecture-aware allocation [36, 73].
Fault Tolerance. To achieve fault tolerance, the OS can ex-
pose a menu of abstractions for failure handling such as best-
effort handling and transparent handling [81]. The former
exposes failures to applications while the latter hides them, al-
lowing users to choose the one they see fit. The OS also needs
to consider the topology when meeting fault tolerance and
SLA requirements as rack-scale fault domains may change as
we introduce reconfigurable topology.
Load Balancing. We observe that the control plane’s most
challenging task will be load balancing computation, data,
and network bandwidth among disaggregated devices at high
speed during runtime. Most notably, disaggregation architec-
ture decouples the relationship between how scaling the appli-
cation affects network bandwidth requirements, also known
as the "disaggregation tax" [62]. The inclusion of network
bandwidth results in a complicated choice matrix concern-
ing device capability, data location, network topology, and
network bandwidth. Traditional methods may fall short in
making such decisions fast enough to produce reasonable
outcomes. In response, we identify two non-exclusive ap-
proaches to tackle this issue. First, we can utilize reinforce-
ment learning to transform it into a learning problem. Similar
methods are proven effective for OS [76], database [49], and
data structures [16]. Second, we plan to onload this task from
the operating system into the application layer by introducing
explicit data movement [62] and scheduling primitives [51]
in the IR layer (§3.2).

4 Conclusion
This paper presents one vision into building a futuristic fully
disaggregated and programmable data center. Our proposed
solution incorporates four key components: easy-to-use ab-
stractions, flexible compiler optimizations, scalable systems
management, and efficient and programmable hardware. We
hope this vision or part of it can help researchers and prac-
titioner in solving some of the future application/hardware
challenges in data centers.
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